Deep Net Triage: Analyzing the Importance of Network Layers via Structural Compression
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* Deep network models are poorly understood
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 Model pruning and compression has been shown to
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